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Abstract

We consider a dynamical system whose state equation evolves continuously in time
according to a linear stochastic differential equation; the parameters of such SDE
depend on a discrete variable that follows the laws of a continuous-time Markov process.
Noisy measurements of the continuous state are made available at discrete deterministic
times, by a static linear equation whose parameters depend, again, on the discrete state.
Therefore the discrete state may switch between different values between successive
measures. We solve the problem of estimating both the continuous and the discrete
state, given the measurements up to a certain time, in an on-line manner. Models like
the one we analyze arise naturally in industrial applications such as fault detection.

1 Introduction

In the recent past there has been a proliferation of papers on the topic of state estima-
tion of Jump Markov Linear Systems, often referred to as discrete-time Stochastic Hybrid
Systems in the electrical engineering community. To name a few, see Tugnait [21][22], Bar-
Shalom [2], Elliott et al. [9], Murphy [20], Logothetis & Krishnamurthy [18], Chen & Liu [3],
Lerner et al. [17], Koutsoukos et al. [15][16], Doucet et al. [7][8], Hofbaur & Williams [12],
Costa et al. [5][6], Germani et al. [10]. Other authors have worked on the filtering problem
for stochastic hybrid systems governed by continuous-time equations in both the state dy-
namics and the measurement process. See for instance Miller & Runggaldier [19], Hibey &
Charalambous [11], Hu et al. [13], and Zhang [23].

In the present paper we study a model where the continuous state = evolves in time
described by a linear stochastic differential equation, and noisy measurements are acquired
at fixed deterministic time instants {tx}. The parameters of both the state equation and the
measurement equation depend on a discrete state ¢ which evolves in time as a continuous-
time Markov chain. The goal is estimating the pair (x, q), given the available measurements.
Note that the discrete state may switch (in principle, even more than once) between two
different measurements. Such a model arises naturally in applications where the switching
rate of the discrete state is high relatively to the frequency of measurements. In this paper
we will formulate the problem mostly restricting our attention to the fault detection setting,
for which the model is particularly well-suited.

The paper is organized as follows. In section 2 we introduce the general continuous-
time dynamics, discrete-time measurement stochastic hybrid model and formalize the state
estimation problems of our concern. We then focus on the special case of fault detection and



introduce the switching time ¢* as an alternative characterization of ¢(¢). In Section 3 we
derive a statistically equivalent model based on system discretization along fixed trajectories
of ¢, which we call conditioned system. Based on this result, the interpretation of the
estimation of x in terms of averaging of conditional Kalman filters — i.e. ordinary Kalman
filters conditioned on the switching time — is discussed in section 4. The following section
presents methods for the efficient computation of the a posteriori density of t*, also showing
its intimate connection with the computation of the a posteriori density of x for arbitrary
values of t*. The latter problem is studied in section 6 and reduced once again to conditional
Kalman filtering. It is then solved by way of original algorithms of minimum complexity for
the recursive update of the conditional Kalman filter thought of as a function of t*. Final
comments and perspectives of our work are reported in Section 7.
For reasons of space, all proofs will be omitted. We refer the reader to [4] for details.

2 Problem formulation

Let! 7 = {t; }ren, be a deterministic sequence such that, for all k,
O=to <t <...<tp <tpp1<...

and t;, — oo as k — oo. Consider a finite state space @ = {0,1,2,...,N — 1} and let ¢
denote its generic element. Assume that we are given matrix functions: F' : @ — R"*",
G:Q—->R”™" H:Q — RP" and K : Q — RP*" which assign to each value ¢ € Q a
4-tuple of matrices (F,, G4, H,, K,).

Consider the following dynamical model:?

:E(lf) = Fq(t)x(t) + Gq(t)u(t)
, teR, t, €T, 1
{ Yo = Hyupr(tr) + Ky g 1)

where z : R — R", y : Ny — RP, are stochastic processes. In the above linear model
two different white, zero-mean, normalized Gaussian stationary noise inputs appear: the
continuous-time noise u(t), t € R and the discrete-time noise v, indexed by k € Ny. We
assume that {u(t)}ier, {Ur tren, and initial condition z(ty) ~ N (po, Xo) are mutually inde-
pendent. Furthermore, we shall assume that ¢(t),t € R is a continuous-time, homogeneous
Markov process (independent of inputs {u(t)}, {vx} and random variable x) with assigned
transition probabilities Tj;(A) £ Plq(t+A) = j| q(t) = 4] (independently of z(¢)); the initial
probabilities p; = Plq(tg) =i, i € Q are also assigned.

The process ¢(t) switches in time between different states in @ (and the time interval
between two subsequent jumps is a memoryless random variable), thus changing the pa-
rameters of both the state equation (which is a linear stochastic differential equation) and
the (static) measurement equation. Our problem is the following: given measurements up
to time t;, that is y* = {yo,...,yx} we wish to compute the “best” estimate for the joint
state (z,q). More precisely, for j, k € Ny we wish to compute the least squares estimate of
the continuous state x(t;):

iy = arg min E (|12 — a(t)|1* [ v*] = E[z(t;) [ "], (2)

!The notation Ny stands for N U {0}.
2We will refer to the first equation in (1) as state equation, and the second one as measurement equation.



and the a posteriori probability distribution of the discrete state:

k() 2 Pla(t;) = q|y*]. (3)
We will mostly restrict our attention to the cases j = k (filtering) and j = k+1 (prediction).
According to our model the discrete state can switch between different values in Q between
two successive measurements —in principle, even more than once between the same two
measurements: this makes the exact computation of the above estimates a formidable task.
In order to simplify our problem, in the present paper we shall limit ourselves to a fault
detection setting. That is, we will assume that Q = {0, 1} and that state ¢ = 1 is absorbing:
in other words, the transition probability matrix [T;;(A)] is given by

e—)\A 1— e—)\A

TA)=1 " 1

for some given parameter A. Therefore there can be at most one switching time (from state 0
to state 1) which we will indicate with ¢*; its probability distribution function, for ¢t > 0, is

Fu(t) = (1= e )po + p1

and is undefined for ¢ < 0. In particular, when p; = 0 we have that t* ~ £(\). Since there
is only one switching time t*, we shall compute the a posterior: probability density

f|y*)  for t* >0,

from which probabilities (3) follow immediately. For the clarity of the exposition, the as-
sumption p; = 0 will be maintained throughout the paper.

This setting can be generalized to a broader class of Markov chains. For instance, a
straightforward extension is to consider Markov chains having N — 1 absorbing states out of
an arbitrary number of states N. However, this will form the object of future studies.

3 The conditioned system

Notwithstanding the stochastic nature of the switching time, one may fix the value of ¢* and
study the system associated to the corresponding trajectory ¢(t). In this way, all parameters
of (1) are determined, and a standard linear time-varying Gaussian system is obtained. It is
common knowledge that such a system can be discretized, i.e. a discrete-time, time-varying
linear Gaussian system can be associated to it so to preserve the joint statistical description
of the sampled state

T £ I(tk)
and the measurements y,. Precisely, we may introduce the conditioned system
Tpy1 = Ak(t*)l’k +  ug (4)
Yk = Ck(t*)l’k + Dk(t*)vk ’

Up ~ N(O, Qk(t*)),
with {u,} white and independent of {v;} and z, where the parameters Ag(t*), Qx(t*),
Cr(t*), Dg(t*) can be determined from those of the original system (1) and the value of ¢*
so to guarantee the desired statistical equivalence. This will be done in the next section.
Of course, (4) is a state-space representation of the random variables xy and y, conditioned
on t*. Moreover, for changing values of t*, (4) describes a family of models corresponding to
the different possible realizations of t*.



3.1 Computation of the conditioned system parameters

In this section we will assume that t* takes values in a certain interval (ty,t,41), with ¢y,
the1 € 7. The interval is assumed to be open without loss of generality.

Proposition 1. Assume that Fy, and —F, have disjoint spectra, ¢ = 0,1. Then:

1. the Lyapunov equation
FoJg+ JoF] = —G,GY

admits a unique solution in J,, ¢ = 0,1;
2. the parameters of the conditioned system are given by:

Case k # h (i.e. t* & (t, tpr1)):

Ap(tr) = efalta=to) Cy(t") = H,
Qu(t*) = Jy— A(t)JAL)  Dp(t*) = K,
where q =0 ifk <h and q=11if k > h;
Case k= h (i.e. t* € (ty,tg11)):
Ak(t*) == Ak,1<t*)Ak’0(t*) Ck<t*) - HO
Qr(t*) = —Ap(t*)Sko(t)AL(t*) + Ska(t*)  Dr(t*) = Ko

where, fori=0,1,

Aty = PV r)

Sk,i(tF)

Y

Ji — A,;i (t*)JZ-A,;;‘.F(t*).

Remark 1. The assumption on the spectrum of Fj, only plays a role in the existence and
uniqueness of the solution of the Lyapunov equation of point 1. (see [1], pp. 203-204). For
arbitrary matrices Fy and Fi, the computation of Qg, Sk and S (where Jy and J; appear)
can still be accomplished although in a less elegant form.

Remark 2. For k # h, Ax(t*) and Q(t*) do not depend on the specific value of t*. In fact,
they depend on t* only through h. The same clearly holds for C(t*), Dy (t*), for any k.

Remark 3. At this stage, all parameters of the conditioned system are expressed in terms
of explicit functions of t*. Notice that J;, © = 0,1 may be computed offline with arbitrary
precision using standard numerical tecniques. Parameters A, Qk, k # h can be computed
offline as well.



4 The filtering problem as averaging of Kalman filters

Let us take a deeper look at the estimation problems we stated in section 2. For any index j,
consider the computation of ;. Applying the Law of Total Probability we write

“+oo
fla;ly*) = Flaglt*,y) F(E1y*)de. (5)
0
We recognize f(x;|t*,y") to be the a posteriori density of the state z; given y* of the condi-
tioned system (4).
In the light of the discussion of section 3, for any fized value of t* it must hold that

F s, 5*) ~ N (@), Pyi(t)), (6)
where mean and variance may be interpreted as the minimum error variance estimate of

z; given y* and the estimation error covariance matrix for the conditioned system (see for
instance [14]). In particular,

Tr(t") (7)
T () (8)

are the conditional Kalman filter and the conditional Kalman predictor for the corresponding
conditioned system, whereas

Py (1) 9)
Py () (10)

are the relative covariance matrices. Of course, these may be computed by an obvious
conditional Kalman recursion, which we report for later convenience:

Measurement update:

Li(t*) = P 1(t)CF () [Cr(t*) Pup (t)CL(t%) + D(¢*) DT ()]
Trp(t*) = Zrp—1 (") + Le(t)[yx — Cu(t)Tryp—1 ()] (11)
Pue() = Poe—1(t*) — Li(t*) Cu(t) Pjre—1(£¥)

Time update:
ik—o—l\k(t*) = Ak(t*)i'kw(t*)
Proaw(t') = Ap(t)Pue(t) AL () + Qu(t*)

By equation (5), estimate (2) is therefore equal to the conditional average
+oo
Zjp = / Ep) f(E |yF ). (13)
0

Hence, for j =k (or k4 1), we have a natural interpretation of &, as averaging of Kalman
filters (or predictors). Note that (5) is a weighted average of Gaussian densities parameterized
by t*. What is obtained in general is not at all Gaussian, hence there is no hope to compute
&,k in a linear recursive manner [14].

It is now evident that the a posteriori density f(t*|y*) plays a major role in the estima-
tion (2). In fact, it is intimately related to the computation of (8), as it will be clear in the
next section. Hence, with the computation of integral (13) in mind, the attention shifts to
deriving ezplicit expressions for f(t*|y*) (section 5) and (6) (section 6), with special regard
to filtering (j = k) and prediction (j = k + 1).

(12)
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5 Switching time estimation

In this section we shall present a technique for the computation of the conditional probability
density f(t*|y"), i.e. the a posteriori statistical description of the switching time (given the
data up to time ¢). The knowledge of f(t*|y*) obviously has importance per se, since it
allows to compute probabilities such as Plq(t;) = 1|y*] = P[t* < t; | y¥], which is part of the
solution to the state estimation problem (more precisely, when j > k, j = k, or j < k we
are dealing respectively with prediction, filtering, or smoothing). But on the other hand, as
discussed in the previous paragraph, the above density plays a fundamental role in computing
the estimate of continuous state x(t;) as well.

We will obtain f(#*|y*) by first computing the likelihood function f(y*|t*) and then
applying Bayes'rule. Two different methods for the computation of f(y*|t*) are presented,
both making use of the results of section 3. Note incidentally that the parameters of the
conditioned system (4) are functions of the random variable ¢*, hence they are random
themselves; however, for the time being, fix a particular value of t*. Keeping this in mind,
sometimes we shall drop the t* from our notation.

Direct computation of f(y*|t*). Define the following vectors and matrices:

0 Q) 0 -~ 0 0
0 0 Qo) -~ 0 0
s | | €RUTUT () £ : A
0 0 0 - Qut*) 0
o 0 0 - 0 %
[ ] Apq A qAps o ApAko. . AdAr A Ako. . AAp ]
0 I Ap_o coo Ap9Ap_3... AdAT A A _3... A1 A
0 0 T oo A sApa. AyAy ApsAp .. AA
Ou(t) £ | 1 : z :
0 0 0 e Ay A1 A
0 0 0 . 1 Ay
0 0 0 0 I |
(note that al the A;’s are functions of t*),
ErE [ Ao | A Aia | | AvciAra . AgAy | A Ags . ALA

Th(t*) 2 diag{Ch(t"),...,Co(t)}  and  Ay(t") 2 diag{Dy(t"), .., Dolt")}.
The following proposition holds:

Proposition 2. Let y* = [yl yl |, ..., y1" € REFD*P be the vector of all measurements
up to time t,. Then y* conditioned on t* has the following multivariate Gaussian density:

FHE) ~ N (e (1), Bye (7))

where

,LLyk(t*) £ Tk(t*>@k(t*) L |
Sy () & Tr(t)Or(t") Sk(t?) OF (E)TE(#) + Ar(t)AL ().

The above quantities may be computed by the following iteration on k:
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1. each n-dimensional subvector of i,x(t*) is obtained just by left-multiplying the one
below it by Cr(t*) Ap(t*);

2. Xy (t*) can be obtained by adding n rows and columns to X x—1(t*) as follows:

| P Yy
Py = { LA Y }

where matrices @y and V. are given by:

Oy = Cp(BrXe1El + Qu)CT + D DT
U, = CWEXe10r YT .

An iterative formulation for the computation of f(y*|t*). The above computation
may look somewhat cumbersome: however it only requires the computation of the condi-
tioned system’s parameters, which we performed in section 3.

Note that we may write density f(y*[t*) simply as follows:

SR = flul 5070 FEH ) (14)

this formula provides an iterative method for computing f(y*|t*). Since y* is a given vector
of data, for a fixed value of t* we have that f(y*~![t*) is just a number that we carry on from
the previous computation. Such number has to be multiplied by f(yx|t*,y*1), whose value
is easily obtainable from f(z|t*,4*"!). The latter quantity plays a fundamental role in the
estimation of continuous state z, as we saw in section 4; in section 6 we will show a precise
technique for computing it. However, if one is just interested in the posterior density of ¢*
and not in the estimation of the continuous state, the formulation given by Proposition 2
may be sufficient. Otherwise, once f(xy|t*,y*71) is known, the application of (14) is more
appropriate.

Application of Bayes’ rule. The posterior density of t* is given by:

PO Vil
FEWN) = = e o (15)

where f(t*) = e ™" for t* > 0. In fact, for t* > t; density f(y*[t*) is independent of the
specific value assumed by t* (compare the initial discussion of section 6). Therefore, we have
that the denominator of (15) is given by:

/otk FOEE) ) dt* + R > ) P[> 1. (16)

In principle, the above integration requires computing f(y*[t*) for infinite values of ¢*.
In practice, by Proposition 2 and the results of section 3, likelihood f(y*|t*) may be effi-
ciently evaluated at any t* in the finite interval (0,t). Hence, quadrature methods apply
successfully.



Remark. When combined with the direct method for the computation of f(y*|t*), the
computation of (15) does not make use of conditional Kalman filtering. However, whenever
computation of f(xy1|,t*,y*) is carried out for the estimation of x (see sections 4 and 6),
the iterative method (14), which takes advantage of the computation of the latter density,
should be preferred. We will come back to this at the end of the next section.

6 Conditional Kalman filtering

Following section 4, for any fixed value of t* one may think of computing the a posteriori
densities

faeltr, ¥F) (17)
flarnlt, y*) (18)

at once by simply running the conditional Kalman recursion associated to t*. In principle,
the procedure solves the problem of computing (17) and (18) for any value of t*. In practice,
however, it cannot deal with the computation of integrals such as (5) and (16) (see also (14)
and related comments), where (17) and (18) need to be known for all t*, or at least for a
relatively large set of values.

It turns out that the dependence on t* can be singled out by suitably rearranging the
computation of (11) and (12). Indeed, fix h € Ny and let t* assume any value in the
interval (¢, th41). We note the following:

(i) (7), (9) and (8), (10) are independent of the specific t* for k < h and k < h, respectively;
(ii) for k > h+1, (7)=(10) depend on t* only through their new initial conditions Tp 41 (t*),
P (t).

Indeed, the parameters of the conditioned system are constant (w.r.t. ¢*) before ¢, (when
q(t) = 0) and after t,,1 (when ¢(t) = 1). Therefore, for any t* € (t,tp41), (11) and (12)
evolve independently of t* before t;, and after t,,,, whereas the role of ¢* is concentrated in
the time update at step £ = h. Based on these two key remarks, the rest of the section will
be devoted to deriving an explicit representation of densities (17), (18).

Again, let h € Ny and t* € (¢, tp1). The first result is just a formalization of (i).

Proposition 3. It holds that:

Tr(t*) = Zpr(oo0) Pu(t) = Pyi(c0), k <h,
Topip(t) = Tpyp(oo)  Poap(t™) = Pepp(oo), k< h.

The next result states how t* affects (12) at step k = h.

Proposition 4. In the same hypotheses of Proposition 1,

fh+1|h(t*) = Ah(t*)i"h\h(oo)’
Popan(t*) = Ap(t*)(Pyn(00) — Jo)Af (%) + Apa () (Jo — J1) Ap 1 (1) + 1.

In essence, the above expresses the new initial conditions for the recursion steps &k > h+1
as explicit functions of ¢*. Recall that Ap(¢*) is a known matrix exponential. We need now
to show how (7) and (8) depend on t* for k > h + 1.

8



Proposition 5. Assume Cy full row rank. For k > h, define the recursions

AT ATTA
I, = h_ OOE M, I, = I,
k [Qk?]f;T /41k1+QkAkTAk:| k—1 h
N, = [Agﬂzf’g - H;fél]TC;Zyk + Ng-1, N, = 0,
Mk = [A%—‘H]; - HkLl]TCIZyk + Mk—l) Mh = 07

with C} = CT(CLCT)™Y, A = CF(DpDI)'Cy, and®

ro_ I Ay, I
k ATQR AT AT AL+ ATQRATA | 58

Then, for k > h+1,

(1) = [0 + T Pocyn (8" - [Bngan () + Ni + Pagyn(t7) M)
Pur(t*) = —AJ QAT + [0y + T P (87 - [T 4+ T Pagn ()]

(1) = [y + I Py ()] - [Ean () + Ni + Prgyn () M)

(1) = [y + I, Py (8] - [ 4 T2 Py (8]

where superscript ) indicates the (i, j)-th matriz block.

Remark. Observe that II,, N, M, and I'y do not depend on the specific value of t*. In
fact, they appear as constants in the expressions of Ty, (t*), P (t*) and Zpp1j6(t*), Payaje(t®).
Hence, the latter depend on ¢* only through &415(t*), Phy1jn(t*). Also observe that the time
update step of the above proposition holds trivially for £ = h too.

In practice, knowledge of (17) and (18) is required for (almost) every ¢*. For any index
k, it may be obtained by considering the restriction of z,(t*) and Pj,(t*), j = k,k+ 1 to
each of the k£ + 2 intervals

(to, tl), ceey (th, th+1), ceey (tk, tk+1), (tk‘-i-la +OO),

and applying the results of Propositions 3 and 5 to form (6) piecewise. All the procedure
needs to compute is matrices I (h), Ni(h), My(h) and T'y(h) for each h < k (restrictions of
t* to (tn, tht1), Proposition 5), plus a standard Kalman recursion up to step k (restriction of
t* to (tg41,+00), Proposition 3). Moreover, the whole scheme can be put in recursive form
as follows:

Initialization: set Zo_; = o, Fo—1 = Zo;
Iteration (k > 0): as measurement y; arrives,

1. for h=0,...,k—1 compute I'y(h) from II;_;(h); compute Zp(00), Pyi(o0) from
fk|k71(00)7 Pk\kq(oo);

31t is in fact Iy = Igx(h), Np = Ng(h), My = My(h), Ty, = T'x(h). For notational conciseness, the
dependence on h of these and other quantities is not reported here.

9



2. for h = 0,...,k — 1, compute I(h), Ng(h), Mg(h) from Il;_1(h), Nx_1(h),
Mkfl(h)S set Hk(k) =1, Nk(k) =0, Mk(k> = 0; compute Jf?k+1|k(00)7 Pk+1|k(00)
from i’k|k(00), Pk‘k(OO

Of course, the initialization step gives the parameters that are needed to represent f(xo|-,y™1),
whereas points 1 and 2 of the iteration step yield the parameters to represent f(xy-,y*)
and f(xpy1|-,y"), respectively. With this scheme, a complete, explicit representation of (17)
and (18) in terms of the parameter t* is computed with O(k?) complezity.

6.1 Application to switching time estimation
Based on expressions (14) and (15) of section 5 we get the following result.
Proposition 6. The a posteriori density f(t*|y*) can be computed as follows:

1o f(yilt™,y? =) £ ()

FiEl) = — ,

where

N

-1 k

h tht1 )
L0t > ™). [ L sl e

j= j=h+1

—~
~—
>
Il
(=)

+

:?r

fylt* > e,y P > 1]
0

J

In fact, all the terms f(y;|t*,4’~!) may be trivially deduced from the corresponding den-
sities f(x;[t*,1~!). By considering their restriction to the relevant interval of integration,
one may apply the algorithm presented above and suitable numerical quadrature so to obtain
an efficient evaluation of all integrals, i.e. of the normalization factor. Similarly, this repre-
sentation of f(t*|y*) is extremely well suited for a piecewise computation of integral (13).

7 Conclusions

In this paper we have presented a new method for estimating the state (x,q) of a class of
stochastic hybrid systems, where the continuous state evolves according to a linear SDE, the
discrete state is a continuous-time Markov chain, while noisy measurements of the continuous
state are discrete in time.

For a given trajectory of the discrete state ¢(t) the problem is solvable by applying
ordinary Kalman filtering to the corresponding time-varying discrete-time dynamical system,
sampled in correspondence of the measurement times. In order to solve our problem, however,
we must average these Kalman filters against the a posteriori distribution of the discrete state
switching time. This averaging operation eliminates the Gaussian nature of the estimate,
which cannot therefore be described in a parametric way. However, we managed to formulate
an algorithm that is exact up to the averaging operation. In other words, it involves exact and
efficient computation of parameters until the very last moment, that is when integrals (5)

r (16) have to be computed. Note, for example, that by following this procedure any

10



approximation (due to the numerical computation of integral (5)) that is introduced for the
calculation of f(zy|y"*) does not influence the degree of approximation of f(x,|y®) for £ > k,
since the latter density is not computed directly from the former.

We believe that the class of stochastic hybrid systems that we consider is a natural one
for many applications where discrete state jumps may occur at a rate that is higher than the
frequency of measurements. We are currently considering to extend our algorithm to models
that are more complex than the one we studied: i.e., instead of having an absorbing state
(or more absorbing states), describing the evolution of the discrete state by more general
Markov models allowing for multiple switches between two consecutive measurements.
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