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Many metabolic pathways are known
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Microarray technology monitors mRNA quantity
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Comparing gene expression and pathway databases
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Detect active pathways? Denoise expression data?
Denoise pathway database? Find new pathways?
Are there “correlations”?



Overview

1. Feature extractions from expression data only

2. Detecting correlations with the metabolic databse




Part 1

Feature extraction from
expression data only




Motivation

Pathways and biological events involve the coordinated action of
several genes

Co-regulation is an important way to coordinate the action of




Using microarray only
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PCA formulation

Let f,(i) be the projection of the i-th profile onto v.

The amount of variation captured by f, is:
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Part 2

Detecting correlations with the
metabolic database
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Motivation

PCA is useful if there is a small number of strong signal

In concrete applications, we observe a noisy superposition of many
events
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The metabolic gene network
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Mapping f, to the metabolic gene network
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Important hypothesis

If v is related to a metabolic activity, then f, should vary
"smoothly” on the graph
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Graph Laplacian L=D — A
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Smoothness quantification

f'f

) = T exp(—BL)]

iIs large when f is smooth

h(f) = 2.5 h(f) = 34.2
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Where we are now...

For a candidate profile v,

hi(fy,) is large when v captures a lot of natural variation among
profiles
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Problem reformulation

Find a function f, (and therefore a profile v) that solves:

min {ha(f,) " + Mea(fo) 7'}
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Solving the problem

By the representer theorem, v can be expanded as:

v = Z aze(x;).
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Solving the problem (cont.)

The problem can then be rewritten:

min {CVTK()KQK()O& aln )\OZTKOOZ}
acR"

under the constraint o' K2 = 1, where:
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Solving the problem (cont.)

The problem can then be rewritten:

min {OzTKoKQKoOé aln )\O(TKOOé}
acR"

under the constraint o' K2 = 1, where:
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Part 3

Experiments
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Data

Gene network: two genes are linked if the catalyze successive
reactions in the KEGG database (669 yeast genes)

Expression profiles: 18 time series measures for the 6,000 genes of
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First pattern of expression
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Related metabolic pathways

50 genes with highest so — s belong to:

Oxidative phosphorylation (10 genes)

Citrate cycle (7)
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Related genes

SULFUE METABGLIEM | RELUC TION AND FIXATION
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Related genes
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Opposite pattern
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Related genes

RNA polymerase (11 genes)

Pyrimidine metabolism (10)

Aminoacyl-tRNA biosynthesis (7)




RHA pols

Related genes
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Related genes
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Second pattern
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Part 4

Inferring new pathways

(with Y.Yamanishi)




The network inference problem

Given some measurement/observation about the genes (sequences,
structure, expression, ...), infer “the” gene network
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Related approaches

Bayesian nets for regulatory networks (Friedman et al. 2000)

Boolean networks (Akutsu, 2000)
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A direct (unsupervised) approach

Let K (x,y) be a measure of similarity (a kernel) between genes x
and y based on available measurements, e.g.,

le(z) — e(y)||2>
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K(z,y) = exp (—




Example of similarity matrix

Similarity matrix of the other genomic data
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protein 1,.., M (e.q., N=20)
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Evaluation of the direct approach

The metabolic network of the yeast involves 769 genes. Each gene is
represented by 157 expression measurements. (ROC=0.52)
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The supervised gene inference problem

Similarity matrix of the other genomic data

protein 1, M o(e.q., N=20)
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The supervised gene inference problem

Similarity matrix of the other genomic data Adjacency matrix of protein network

Unknown Pathway

protein 1,.., 0, n+l L, Nofeag., n=10, MN=20)

protein 1, M o(e.q., N=20)
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The idea in a nutshell

Use the known network to define a more relevant measure of

similarity

For any positive definite similarity n X n matrix, there exists
a representation as n-dimensional vectors such that the matrix
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A two-step strategy

First map any gene x onto a vector

®(z) = (fi(2), ..., fa(z))" € R?
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A two-step strategy

First map any gene x onto a vector

®(z) = (fi(2), ..., fa(z))" € R?
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A two-step strategy

First map any gene x onto a vector

®(z) = (fi(2), ..., fa(z))" € R?
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Choice of f

A feature f : X — R is good on the training set if connected genes
have similar value.

This is exactly what we did in the previous part!




Evaluation of the supervised approach:

ROC as a function of regularization (with 1 feature)

15 20 25 30 35 40 45 50
Regularization parameter (lambda)

Metabolic network, 10-fold cross-validation, 1 feature

effect of )\

46



Evaluation

of the supervised approach: number of
features (\ = 2)

ROC as a function of number of features (lambda=2)
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Learning from heterogeneous data

Suppose several data are available about the genes, e.g., expression,
localization, struture, predicted interaction etc...

Each data can be represented by a positive definite similarity matrix
Ki,..., K, called kernels




Learning from heterogeneous data

ROC curves: Direct approach
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Learning from heterogeneous data (supervised)

ROC curves: Supervised approach
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Extensions

The diffusion kernel can be replaced by another graph kernel

Other formulations can lead to kernel CCA (NIPS 02)
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Open questions / Ongoing work

What should be the number of features (problem of embedding a
graph in low dimension)

Other cost functions
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Conclusion
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Conclusion

A new approach to feature extractions and supervised network
inference, many possible variants and extensions

Straightforward generalization to any network (e.g., interactome):




